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STABILIZATION AND CONTROL SYSTEM
POWER SENSITIVITY STUDY

By William C. Clemmens, Leif N. Dahl,
Otto L. Jourdan, Joseph A. Miller,
Gordon L. Seller and John M. Thuirer

Honeywell Inc.
Aerospace Division
Minneapolis, Minnesota

SUMMARY

This report covers the work performed by Honeywell Inc. under Contract
NAS12-633, "ERC Power Study.' The study included the following tasks
o to provide information to identify the sensitivity of the stabilization and
B control (SCS) reliability to power-off failure rates:

Task 1. Use 1965 Honeywell Guidance, Navigation and Control
(GN&C) Mission Abort Reliability Simulator (MARS)
computer data: (1) to conduct a search to identify
device failures resulting from block power switching

| (i.e., equipment energized but not functionally re-

! quired), and (2) to determine aborts and crew losses

which resulted.

] Task 2. Conduct a study to determine the effect on subsystem
" failure rates, if any, of: (1) the number of times power
is applied and removed during the life of the equipment,
o and (2) the length of storage (de-energized) time.

The results of this study show that the seriousness of the penalties resulting
] from nonoptimum power distribution is integrally related to both mission
B profile and vehicle operation. This being the case, future power studies
should be sufficiently detailed to take these two factors into account. By the
use of computer programs it seems possible to identify and eliminate many
of the deficiencies that may otherwise occur in future systems.

Computerized Mission Simulations

Computerized mission simulations show a direct relationship between sub-
system failures and nonoptimum power distribution. For example, as shown
in the navigation and control MARS failure data listed below, 8 percent of the
lunar polar orbit (LPO) and 23 percent of the lunar landing mission (LLM)
device failures were unwarranted, since the failures occurred in equipment
energized but not required:




Description LPO LLM
No. of mission simulations 100 5000
Total device failures . 88 667
(0.88 failure/ (0.133 failure/
mission) mission)
Failures of equipment on ;
but not required ' 7 . 153
Unwarranted failures 8% 239
Aborts 23 76

The literature survey conducted as part of this study revealed that a signi-

ficant amount of information relating to nonoperating conditions is available
from prior studies; however, information available on the effects of power

on - off cycling is very limited.

Subsystem Failure Rate Study

The limited information available and reviewed in the subsystem failure rate’ '

study revealed that the power-off failure rate is approximately 1/30 of the
power-on failure rate and that the failure rate due to 1 on - off power cycle is
approximately equivalent to the failure rate due to 10 hours of power-on time.
Study results are as follows:

° On - off failure rate (A on - off)

1) One on - off cycle is equivalent to 10 hours operating
time (best estimate based on available data).

2) The small number of relevant failures (4 out of 434
Test Discrepancy Reports limited the confidence of
resulting data.

3) A survey of 4000 to 10, 000 Test Discrepancy Reports
(TDR's) is required for reasonable confidence in oper-
ating time equivalent.

™ Off failure rate (A off)
1) N off = 1/30 A on (best estimate from study).
2) N\ off found to range from 1/10 to 1/50 of N on.

e Mission sensitivity to N off

1) State Interpretive Program (SIP) analysis did not
show significant reliability improvement to changing
failure rates in LPO missions.

2) Reexamination of MARS data tends to support SIP
results for LPO missions. '

s



3) State Interpretive Program analysis of a mission
using space-fixed vehicle control (misgion 4)
indicates significant reliability improvement due
to de-energized equipment.

4) Sensitivity is a function of vehicle operation and
mission profile,

Recommendations

Recommendations for immediate follow-on to this study include: (1) rerun

of the MARS study with redundant paths de-energized to obtain complete
abort data; (2) preliminary development of a computer program to provide

an efficient tool for design evaluation; and (3) a power conditioning tradeoff
study to provide a basis for future power conditioning and distribution design.
This latter task would include study of filters and switching, fault protection,
and regulation and conversion.

INTRODUCTION
Background

Historically, the distribution of power in a vehicle has been established on
an arbitrary basis. Frequently, one person is charged with the limited re-
sponsibility of providing power only to the vehicle ac and dc busses. This

is done with a minimum understanding of the life and reliabilily requirements
of the various subsystems and with a minimum of effort expended on time-
consuming tradeoff studies. Once power is available at the vehicle bus, the

. subsystem suppliers process it to satisfy a criterion which may or may not

be desirable from a total system standpoint, A major reason for this rele-
gation of power distribution to a secondary role in the design process is the
natural emphasis that is placed upon pivotal design factors such as stability

and functional operating characteristics early in the design phases of a pro-
gram,

To avoid arbitrary design decisions and to improve power distribution in
future programs, it is important that studies be conducted that will provide
basic design criteria that can be easily incorporated as part of the early
design on operational programs,

Scope

The scope of this study is limited to identifying the sensitivity of SCS relia-
bility to the power-off failure rate., It is to be recognized that this study is
only a small portion of the work which is required to develop a methodology
for overall power distribution design.
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The scope of this study and how it relates to the overall methodology devel-
opment is shown in Figure 1. From this figure it is apparent that in addition
to tasks completed, additional tasks will be required before desired goals can
be obtained.

The results of Task 1 and Task 2 indicate the significance of the equipment
operational status. The parametric study conducted on the SCS demonstrates
the sensitivity of the subsystem reliability to power-off failure rates.

The approach used in this study involves the use of the Apollo guidance and
control system as a model fordeveloping the methodology for future power
distribution systems. Appendix A, Figures A-1 through A-5, illustrate the
relationship of the system being studied to the overall Apollo power distribu-
tion system.

ANALYSIS OF BLOCK POWER SWITCHING

This section describes the analysis performed to evaluate the effects of
block power switching. Part 1 of this analysis involved conducting a search
to identify the device failures resulting from block power switching (failures
occurring to devices during mission phases when they were energized but

not required). In Part 2, abort missions and crew loss missions were
analyzed to determine the effect of the device failures found in Part 1. The
output from two separate computer runs during the 1965 Honeywell Guidance,
Navigation and Control Study was used in this analysis.

MARS Computer Program Description

General. - The MARS (Mission Abort Reli ability Simulator) computer
program is a FORTRAN-language program written for a large-scale digital
computer. It uses Monte-Carlo techniques to simulate missions such as
space flights using nominal preplanned profiles or variably induced short
profiles, and determines the probabilities of mission success and crew
survival. As with actual missions conducted on a real-time basis, possible
abort decisions are time-variable,.

Abort determinations are based on component failures and are made at the
end of each simulated mission phase. The MARS computer program can also
be used to calculate system reliability for a variety of conventional reliability
models, thereby freeing the reliability engineer from tedious hand calcula-
tions. Above 2all, it provides a tool for assessing reliability on systems so
complex that a realistic analysis would be impossible to do by hand.

Purpose. - The MARS computer program provides results from a large
number of simulated missions, making the following useful information
available:

e Percentage of successful missions
e Percentage of missions with crew surviving
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Probabilities of crew surv1va1 and mission success at

°
specified confidence levels

® Number of aborted missions

° Number of safely aborted missions

e Distribution of component failures during all missions

° Failures contributing to and causing aborted missions

o Component failures causing system failure

® Component probabilities of success and other data for
each phase of the mission

Distinguishing features, -- The MARS computer program:

e Can handle systems using standby redundancy

® Can consider nonrepair periods (phases during which
standby spares cannot be used if available)

° Keeps track of cumulative failures during a mission,
thus realistically lowering the probablllty of system
success for later phases when there is equipment lost
in earlier phases

e Determines limits on reliability at different confidence
levels

e Allows system success diagrams to be described by
simple algebraic formulas

. Can consider cases of mission abort

e Can consider multicomponent integrated systems

™ Can congider multiphase missions

Mission simulation.

=- In simulating a mission, the computer makes use
of initially computed reliability values for each component for each phase and
a random number generator which produces numbers between 0 and 1.
comparing random numbers to the reliability values of each component in the

By

first phase, the computer determines which components are operating and

which components have failed by the end of phase 1.
diagram for phase 1 can be tested by substituting ones or zeros to represent
operating or failed components respectively in the algebraic formula for the

first phase and evaluating it. This indicates either a failed system during

The system success
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phase 1 resulting in termination of the mission or a system still operating. In
the latter case the simulation procedure is repeated for the second phase, and
so on, until either the system fails or the final phase of the mission is sucess-
fully completed.

Abort missions. -~ For missions where aborting is an alternative, the
MARS computer program considers the situation after each successful phase
simulation. It asks: Has component failure weakened the system to the point
where one more component failure in at least one remaining phase could cause
system failure? If the answer is yes, the mission is aborted at that time and
mission simulation continues as above but through an abbreviated sequence of
phases having different phase times. The purpose of the abort is to attempt to
save the crew (if it is a manned space flight) but results automatically in
mission failure.

Inputs. -- The following MARS computer program data is required for a
computer run:

® Component symbolic names and nomenclature

° Failure rates and the number of standby spares available
for each component

° Mission phase times and nonrepair periods

® Phase severity factors (to be multiplied by the féilure
rates)

] De-energized components (components that cannot fail
during particular phases)

) Mission phase times for aborted missions

° Algebraic formulas describing system success diagrams
for each phase

Outputs. -- Outputs from the MARS computer program include the
following:

e Simulation results, after specified numbers of simulations.
This includes number of aborts, number of successful
aborts, number of aborts resulting in crew loss, number of
other missions resulting in crew loss, probability of mission
success, and probability of crew survival.

e Tabulation of all component failures by phase
° Useful information pertaining to each aborted mission

® Useful information pertaining to missions other than
aborts that resulted in failure



Reliability Model

The reliability model for the MARS computer program is based on pictorial
equipment block representations of the equipment required for functional
success., Logic statements are derived from the reliability model to provide
computer-code notations for alternate combinations of equipm ent required
for successful performance of a given control function. The model is not
intended to show signal flow paths as such, but only the requirement of opera-
tional readiness and the logical relation to that of another device.

To arrive at these success diagrams, inquiry is first aimed at defining the
control functions required of the mission, Since control functions vary
throughout the mission, the mission is separated into mission phases, each
of which requires a mode of control distinct from the mode on an adjacent
phase. With phase-oriented functions, the equipment array required for
vehicle control during such phases can be determined by equipment descrip-
tions and the interrelationships of equipment, i.e., functional redundancy.

P

Once functional success diagrams are constructed which can be associated
with the continuation of phases from launch through entry for any mission,
i.e., lunar landing missions or lunar polar orbit missions, a large part of
the computer inputs will have been provided.

In developing the success diagrams for an LLM or an LLPO mission, a gener-
alized lunar mission can be considered. This generalized mission is chiefly
concerned with the transit portion of the mission, since regardless of the on-
site nature of a lunar expedition, the out-bound and in-bound portions are
identical when viewed from the aspect of vehicle stabilization and control,

Insofar as transit is concerned, then, only seven functional success diagrams
are required:

. Launch to earth orbit insertion translunar injection
° Earth orbit orientation for transposition and docking
) Transposition and docking with SIVB separation

) Preparation for SPS thrusting/pre-entry

. SPS thrusting
° Coast
] Entry

These functional success diagrams (obtained from ref. 1) are included here-
in as Figures 2 through 8.
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The GNgC equipment considered in these diagrams is summarized in Table I,
along with predicted device failure rates. In general, it consists of all the
G&N less optics, the entire SCE complement of equipment, and the roll
stability indicator portion of the entry monitor system.

On each diagram, notations are made of other equipment "on'" but not required
and also equipment "off''., These notations are required computer inputs so

as to provide conditional probabilities. For example, in one Phase a device
may not be required for success in that phase but is powered "on'" and is re-
quired in the next phase., To realistically assess the probability of the device
performing in that next phase, the probability of its being available must be
considered, and that is the conditional probability being accounted for in the
previous phase. These notations of device energizations are derived from a
study of the power switching portion of the main display console. For example,
if one device is required in the success diagram, then additional devices must
be indicated to be in the energized state if they also receive power from the
same power switch, Alternatively, if a device is shown to be off, the device
failure rate is correspondingly considered to be zero.

As a consequence of the mission abort and crew survival criteria it is
necessary in some instances to insert a computer artifice device around
success paths or portions thereof (ref, 1). The following considerations
are offered for the artifice device unique to each diagram:

Figure 2 Launch through earth orbit/translunar injection,
Surrounding the entire success diagram is the
computer artifice of unity reliability to indicate
that an interruption of this diagram does not re-
sult in crew loss., Therefore, this phase diagram
is processed by the Honeywell H1800 computer
only to determine the need for aborting the mission.

Figure 3 Earth orbit orientation for transposition and docking.
The H1800 computer artifice device (unity reliability)
again is shown to indicate that loss of the GNgC in
this phase does not result in crew loss.

Figure 4 Transposition and docking with SIVB separation,
The artifice designates this diagram as nonsurvival
critical.

Figure 7 Coast. The H1800 computer artifice designates
this phase as nonsurvival critical,

Ref. 1 illustrates how these success diagrams are applied to specific mis-

sions (LLM and L.PO), along with other diagrams unique to each of these
missions,
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Evaluation of Mission Simulations

Evaluation of mission simulations was accomplished by using the output from
two separate computer runs made during the 1965 Honeywell Guidance, Navi-
gation and Control Study. One of these runs simulated 100 lunar polar orbit
missions, while the other simulated 5000 lunar landing missions. The print-
out from these runs provided a tabulation of device failures from which it was
possible to isolate the device failures occurring to devices during a mission
phase when they were energized but not required.

The LPO run printout was used in analyzing abort and crew loss missions.

Each device failure of the type isolated in the above mentioned task was

studied to determine whether it occurred during a simulated mission which
resulted in abort., For those that did, it was then determined whether or not
that failure had any effect on the decision to abort. This was accomplished

by making use of computer printout data and the reliability phase block diagram.

Results of Analysis

The LPO run had 88 device failures in 100 mission simulations. Of these,
seven failed while energized and not required, Table Il is a com pilation of
these failures. The LLM run resulted in 667 device failures in 5000 missions;
but 153 of them were in the energized but not required category when they
failed. Table III is a compilation of LLLLM failures, Tables IV and V show the
devices energized and not required in each phase for the LLPO and LLM runs
respectively. For identification of the symbolic device names in these tables
refer to the MARS computer program data in Appendix B.

Of the seven failures that occurred to devices while energized and not required,
two occurred during simulated missions which resulted in abort. In each of
these missions an abort would have been required even in the absence of these
failures due to other failures that occurred during the same mission. The fact
that these two particular failures were not the cause of abort in these particu-
lar missions does not imply that they were unimportant. Failures of this type
could be the cause of aborting depending on when they fail and what else fails,

Table VI lists simulation results for both the LLPO and the LLM runs.
Conclusions

Results of the analysis show that approximately 23 percent (153 out of 667) of
the device failures that occurred during the 5000 L.LLM simulations could be
attributed to equipment that was energized but not required at the time of the
failure. This is a significant number and indicates the possibility of a con-
siderable improvement in reliability. The LLPO mission simulation indicated
eight percent (seven out of 88) of the device failures occurred when they were
energized but not required. The difference in results is attributed to varia-
tions in mission profile and system/power configuration. The impact of the
potential failure reduction on system reliability will be evaluated by means of
additional MARS computer program simulations planned as a part of the next
study phase.
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x| TABLE 11

LUNAR POLAR ORBIT MISSION FAILURES
LPO mission
100 mission simulations

88 total device failures

7 device failures resulting from equipment energized but not required

Device designation

) Phase Elapsed time (hrs) Y1 z1 A2 T2 X2 Totals -
5 1 .19
- 2 3.00
J 3 3.09
4 3.34
5 3.67
] 6 4,92
f 7 4,925
8 55,325
a -9 56,325
| 10 56,3285
- 11 68,1285
. 12 69.1285
{ 13 69,1305
- 14 70,1305
15 70.2105
i 16 406,2105 1 1 1 1 4
¥ 17 407.2105
18 407,2155
- 19 743,2155 2 1 3
! 20 744,2155
o 21 744,,2435°
22 763.2435
4 23 764.,2435
) 24 764,2477
25 808.2477
26 809,2477
27 £09,2487
28 831.2487
29 832.2487
30 832,2493
31 833,2493
- 32 833,4293
oy Totals  833.4293 1 1 1 2 3 7
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i
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TABLE IV
LUNAR POLAR ORBIT MISSION - EQUIPMENT
ENERGIZED/NOT REQUIRED

1.PO mission - equipment energized / not required.

Phase

0~ D U b W N e

—
[ co

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

Y1, X2, v2, W2, T2, U2,
Vi, Wi, Y1, Z1, X2, P2,
Same as 1

Same as 2

P2, Q2, H2, 02, X1, X2,
R2, 82, F2, G2, V2, W2,
X2, X1, V2, W2, Y1

T1

Same as 6

Same as 7

Same as 8

Same as 6

Same as 7

Same as 6

Same as 8

B2,
Q2,

D2,
D2,

c2, D2, E2, F2, G2, Z1, AZ2
HZ2, 02, B2, C2, D2, E2, V2, W2

E2, Z1, A2
E2, Z1, A2

D2, E2, T2, U2, V2, W2, Y1, Z1, A2, X2

Same as 6

-3

Same as

(2}

Same as
Same as
Same as
Same as
Same as
Same as
Same as
Same as
Same as
Same as

Same as

B e SR+ < BERES BN NI o < BEEN SR =2 T =~ SN S « M

Same as
Same as 6

D2, E2, V2, W2, X2, Z1,

A2
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TABLEV
LUNAR LANDING MISSION - EQUIPMENT
ENERGIZED/NOT REQUIRED

LLM mission - equipment energized/not required.

Phases 1 ~ 14 same as for the LPO mission.

Phase
15 Same as 7
16 Same as 6
17 V2, W2, X1, H2, 02, P2, Q2, X2, D2, E2, Z1, A2
18 Same as 6
19 Same as 8
20 D2, E2, V2, W2, T2, U2, X1, 21, A2, T1, X2

Phases 21 - 32 same as for the LPO mission.,

TABLE VI
SIMULATION RESULTS FOR LPO
AND LLM RUNS

Other Other Mission
Number of Successful| Crew loss |crew losses®crew lossesP success
simulations | Aborts aborts aborts phases 1-18 |phases 19-32] reliability
100 (LPO) 23 22 1 0 1 0. 760000
5000 (LLM) 76 76 0 0 1 0. 98467

10.9998

Crew
survival
probability

0. 980000

a. Crew loss resulting from system failure which prevents abort procedures from
being implemented,

b. Abort procedures are not applicable to these mission phases.
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FAILURE RATE DETERMINATION

Honeywell Equipment Data Survey

A detailed survey of Honeywell equipment data was conducted in an effort to
correlate the number and/or type of equipment failures with either the num-
ber of power applications or the time intervals between power application
and the length of time power was applied. Initial surveys disclosed that
operational logs and failure summaries were readily available on the Apollo
SCS, but that such data for other Honeywell programs would be more diffi-
cult to obtain.

The two major sources for equipment operational logs are: (1)the End Item
Data Book (EIDB), and (2) the Assembly Configuration List (ACL). The ACL
contains data on the initial build, calibration, and checkout of hardware up
to the time it is turned over to the quality department to acceptance test for
delivery to the customer. The EIDB contains data on initial acceptance
testing and any subsequent rework, modification, or retrofit checks and
tests at Honeywell. Altogether, these logs provided data on 39, 647 device
operating hours, 4462 cyclings of power application to the devices, and

531, 910 device nonoperating or storage hours.

General, -- Equipment data on the number of power applications and the
time intervals between power applications was relatively easy to obtain.
The more difficult task was in relating the experienced failures to power
cycling or storage conditions. Before relating failures, it was necessary to
establish the ground rules for classifying a discrepant condition as a failure.
The primary concern in this study was to associate power application cycling
with device failures and not with mission failures; therefore all elements of
redundancy and backup were ignored. In addition, those failures due to con-
ditions external to the device under study were excluded from consideration.
Unstable device operation due to improper mating of the interface connector,
or to a fault in the external cabling, or a relay failure in the peripheral
equipment could not properly be considered failure of the device even though
the device might no longer be able to be used. Within these general guide-
lines, the following situations were considered failures:

Loss of device output
Serious distortion of device output

Significant out-of-spec condition of device output

Loss of power to other devices
Once a device failure was identified, it became necessary to determine its

relationship to power cycling or storage conditions. The failures were
reviewed in light of the following questions:
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e Was the failure caused by turning-on the device?
e Was the failure caused by turning-off the device?

e Was the failure caused by having the device in a non-
operational status (in "storage'')?

Data analysis. -- Using the established criteria, 5 failures were con-
sidered relevant to this study. Four were attributed to the on-off element of
power cycling, and 1 was attributed to a condition which developed from
storage of the device., Table VII lists the results of a survey of device pro- -
duction operational logs and acceptance testing operational logs for 16 units
each of 5 different devices and 31 units of a sixth device, o

Data summaries. -- Several data summaries were prepared; first for
each serially numbered device for each type of test or check, second for the
devices for each type of test or check, and third a total summary for the
devices. The device summaries are available in Honeywell' s Reliability
Data Center along with Xerox copies of the device operating logs. They are
not included in this report for reasons of brevity., The results of these
summaries are reflected in Table VII.

The summaries by topic type are:

1) On-Offs: The quantity of times the device was turned on then
off, i. e., the number of cycles of power application to the
device.

2) Ontime in hours: The quantity of device operating hours
during performance checks and tests.

3) Off time during performance checks (in hours): The quantity
of off hours within a type of test. During a production check
or acceptance test the device may be turned off because of
operator time schedules, test equipment requirements or
availability, malfunction or failure investigation, rework,
or the test may require so many hours on and so many hours
off,

4) Off time between performance checks (in months and days):
The quantity of off time between types of tests.

5) TDR (Test Discrepancy Report) and on-off relationship:
This relationship means that the time of occurrence of the
TDR coincided and may have been caused by the on or have
caused the off.

Investigation and review of the individual TDRs resulted in obtaining the data
shown in Figure 9,
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Results and conclusions, -- In reviewing these results it should be noted

that the identifications of the 4 significant failures represent the review and
judgement of a single senior reliability analyst familiar with Apollo equip-
ment in particular and flight control equipment in general. It isassumed
that these 4 failures were due only to cycling and not to any other cause. It
was also assumed that the operating failure rates did not include failures due
to cycling, or due to nonoperating time. Based upon these assumptions the
following calculations were made:

° Device failure rate due to power cycling:

4 failyres _ ) 6
4462 device power cycles 896 failures/10  cycles

e Device failure rate due to storage (nonoperating) time:

1 failure

= - 6 ,
531, 910 device storage hours 1. 88 failures/10” hours

° Piece-part failure rate due to power cycling:

4 failures _ . 6
5,727, 427 part cycles ~ 0. 698 failure/10" cycles

e Piece-part failure rate due to storage (nonoperating) time:

1 failure ~ . 6
770, 877, 794 part storage hours = 0.0013 failure/10" hours

The average operational piece-part failure rate can also be determined and
from this information the operating-to-nonoperating failure rate ratio can
be obtained.

e Average operating piece-part failure rate:

: 6
669.1 failures/10" hours _ ) 6
9, 931 parts = 0, 0674 failure/10" hours

® Operating-to-nonoperating failure rate ratio:

0.0674 _

0 0013 51.8t01
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The significance of the failure rate due to cycling can also. be shown by a
comparison with the operating failure rate. This results in a operating-to-

cycling failure rate ratio of

0,0674 _
WL 0. 0966 to 1

Therefore, based on the observed data, the failure rate.due jco power.cyclmg
is approximately 10 times the failure rate due to operating time. Thls
indicates that as the number of on-off cycles is increased for. any given
mission, the failure rate due to cycling could be much more important than

the failure rate due to operating time.

luating these results it is also important to consider the limitatior}s of
%geegitgé Tghe limitations of the data (due to the number of hours and failures
recorded) are significant in the case of the storage fallgre rate dufe to
the inclusion of only one failure. However, by comparing the ratio of 51. 8
to 1 with the range of data (30,2 to 53, 9) derived from the literature search,

1 -
it appears reasonable that a worst case failure rate ratio between operating and

nonoperating time is in the approximate magnitude of 30 to 1(seeliterature survey). :

The large amount of data required to identify significant failures is indicated
in Figure 9. Out of 434 TDRs reviewed, only 5 were Qet‘ermmed to be
related to on-off cycling or storage conditions. The limitations of the data
prevent the development of failure rates for ind1v1dua_1 piece parts due to
power cycling or storage conditions; however, an estimate has been made of
the average failure rate observed, without regard to the type of component,

Vendor Information Survey

A survey of piece-part vendors was conducted as a part of the effort to deter-
mine piece-part failure rates due to power on-off cycling and storage time.
In addition to vendor contacts, the Parts Reliability Information Center/
Apollo Parts Information Center (PRINCE/APIC) was contacted for available
information. The survey provided a limited amount of power on-off cycling
information and no information on the effects of storage time on piece-part
failure rates. No pertinent information was available from PRINCE/APIC.

Effect of power on-off cycling, -- Communication with the manufacturers
of piece parts has indicated that power on-off cycling is approximately
equivalent to small-increment high-temperature cycling. It is believed that
power cycling of piece parts would detect any thermal expansion discrep-
ancies of the components. Although no specific information related to the
effect on piece-part failure rates was available from the vendors, the
Honeywell Component Applications and Standards (CA&S) group was able to
provide additional information in support of the relationship to thermal
expansion problems.

Current information indicates that wedge-type bonds in semiconductor
devices are highly sensitive to low-frequency power cycling. Specific tests
conducted verify that thermal expansion and contraction actually move the
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lead and die which results in flexing the thin portions of the lead and causes
failure. The basic wedge bonding process (Ref. 2) illustrates that too much
wedge pressure can cause a very thin mechanical connection of the lead and
die. In addition, high mechanical stress and crystalization can occur at this
point, If the lead wire is flexed after the connection has been made, the
additional stress may result in failure of the device.

Test data also indicates that this failure mode is possible when the device is
used in a switching application at either high power (above 85 percent rated)
or near rated current, Movement of the internal emitter and base wires has
been observed with low repetition rate, high-current pulses applied in the
forward direction of the emitter-base junction. In the case of the aluminum-
to-aluminum wedge bond transistor, it has been shown that complete bond
failure may result from lead movement due to current pulses. The actual
movement of the aluminum bonding wire is attributed to the thermal effect of
heating and cooling the wire.

The relationship between thermal cycling and power on-off cycling has also
been indicated as an important factor at the equipment level. In some cases
an internal temperature rise of 50°C (Ref. 3) may be expected each time the
equipment is turned on. Recent reliability tests performed by Collins Radio
Company proved that failures have occurred as a direct result of tempera-
ture cycling.

Conclusions, -- The survey of piece-part vendors identified failure
modes associated with on-off power cycling but it did not produce quantitative
failure rate data. Vendor communications have indicated that power cycling
will detect thermal expansion discrepancies and recommendations have been
made to perform burn-in and temperature cycling until piece parts are fully
stabilized.

Because of the relationship between power on-off cycling and temperature
cycling, it is apparent that field reliability improvements could be achieved
by means of effective temperature cycling of equipment to screen out mar-
ginal piece parts. Reliability testing, including temperature cycling and
power on-off cycling, should be included as a part of each hardware develop-
ment and production program. The significance of the tests in MIL-STD-781A
should not be neglected as a means of identifying equipment sensitivity to
power on-off cycling.

Literature Survey

A survey of available literature was conducted as a part of the effort to
determine the effect on subsystem failure rates due to the length of nonoper-
ating time and the number of times power is applied and removed during the
life of the equipment. In addition to reviewing published symposium papers
and technical magazine articles, the Honeywell Aerospace library conducted
a search of the Applied Science and Technology Index, Electrical Engineering
Abstracts, International Aerospace Abstracts, Engineering Index, NASA
STAR Index, DDC Index, and the library Card Catalog and Uniterm File.
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Several significant papers and articles were identified as a result of the
literature search and the references considered most applicable are listed
in the bibliography at the end of this report.

General.-- If the reliability of a system is defined as the probability of
survival for a specified period of time, it may be expressed as

P(s) = P -P -.P
o " no

cyc
where
P(s) = the probability of system survival
Po = the probability of survival during operating time
Pno = the probability of survival during nonoperating time
and
cye = the probability of surviving the on-off cycles

The probability of success is then obtained from the product of the proba-
bilities of success for each condition.

If only random failures are considered, the probability for each condition

will include a constant failure rate corresponding to the generally accepted
prediction technique for most electronic equipment based on the exponential
distribution. This requires that components such as switches, lamps, relays,
motors, bearings, eic., be replaced prior to their wearout period. If the
constant failure rate can be determined for each probability of survival, then
the probability of system success can be obtained.

The literature search has shown that nonoperating data in excess of 760 bil-
lion part-hours is available. It is therefore possible to approximate a con-
stant failure rate from the component part failure data by using the common
relationship '

=
No= nt
where
A = the failure rate
'F = the number of failures
n = the total number of components
and
t = time (or on-off cycles)

The failure rate can also be expressed in terms of the component mean-time-
between-failures (MTBF) or the mean-cycles-between-failures (MCBF). The
MTBF is the reciprocal of the failure rate:
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=1
MTBF = X
Effect of power on-off cycling. -- Only a limited amount of literature is

available on the effect power on-off cycling has on the equipment failure rate.
It is often assumed that turn-on/turn-off transients do not cause failures
(Ref. 4) or that the failure rate due to cycling is not significant. These
assumptions may be valid if the equipment under consideration is expected

to see only a few on-off cycles and if specific design considerations were
taken to minimize power supply transients and to ensure that all component
parts are properly applied within their own stress rating.

It is readily apparent that component parts such as relays, switches, etc.,
are highly sensitive to the number of operations (or cycles) and that this
characteristic should be included in the failure rate estimation (Ref. 5).
Additional information on power on-off cycling effects has been provided by
the survey of Honeywell experience and available vendor information (also by
Ref. 2).

Effect of storage time. -- As in the case of power on-off cycling, the
effect storage has on the equipment failure rate may or may not be signifi-
cant. The obvious need for reliability data on operating failure rates has
resulted in a tendency to minimize the importance of potential problems due
to storage failures. Nonoperating failure rates and failure modes have be-
come increasingly significant with the advent of new weapons that are left
unattended for long periods of time and as long space missions require high
ratios of nonoperating to operating time. Several significant papers and
articles are currently available regarding nonoperating failure rates and
sufficient evidence has been acquired to support the existence of storage
failure rates.

Over 760 billion part-hours of nonoperating experience data (Ref. 6) have
been accumulated by Martin Marietta Corporation. A summary of the hours
related to the military standard and high reliability parts is presented in
Table VIII,

TABLE VIII
NONOPERATING PARTS DATA
Part Classification Part Hours
(millions of hours)

Military standard 76,244.7115
Select military standard 52,464.,4324
High reliability 631, 500.8144

Total ) 760, 209, 9583
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The detailed data presented by Martin Marietta Corporation has enabled the
preparation of the nonoperating failure rates of Table IX. These failure rates
illustrate typical values for the storage (equipment packaged for preservation)
and dormant (equipment connected in an operational system but not signifi-
cantly stressed) conditions for each piece part listed. A high level of confi-
dence should not be placed on the specific values, since many of the failure
rates are limited by the number of hours recorded or are based upon only a
few failures. In cases where the available data severely limited the piece-
part failure rate, the failure rate has been omitted from the table.

The nonoperating failure rate data also provides a means of obtaining repre-
sentative operating-to-nonoperating failure rate ratios, Many companies
have used operating-to-nonoperating failure rate ratios in the range of 10:1
and 15:1 for reliability predictions. Failure rate ratios are apparently in-
fluenced by several factors which affect the nonoperating failure rate, with
the most drastic reduction in failure rate attributed to extensive parts
screening. The study completed by Martin Marietta Corporation indicates
that the average operating-to-nonoperating failure rate ratio is about 15:1
(no justification is given in support of the operating failure rate).

A dormant-to-storage failure rate ratio can be determined from the total
part hours available for electronic equipment. The average failure rate for
high reliability parts in the dormant condition was found to be 0.00125 failure
per million hours and for the storage condition 0.00039 failure per million
hours (Ref. 6). This resulis in a dormant-to- storage failure rate ratio of
3.2 to 1. ,

The average operational piece-part failure rate for the total SCS (previously
discussed) is based on individual piece-part failure rates obtained from
Honeywell experience data. If the rate of 0,0674 failures per million opera-
ting hours is compared with the rate of 0.00125 failure per million nonopera-
ting hours, a significant operating-to-nonoperating ratio of 563.9 to 1 is ob-
tained. This ratio may be somewhat high due to the inclusion of parts other
than those generally considered electronic piece parts. If the average opera-
tional failure rate is calculated for equipment containing primarily electronic
piece parts (i.e., omitdevice F1l andF2 of Table VII)ithe failure rate isfound to
be

313.9 failures/lOGhours

8325 parts

= 00,0377 failure/ 106 hours

This results in an operating-to-nonoperating failure rate ratio of 30.2 to 1
for the electronic parts.

Conclusions. -- Until such time when a sufficient number of hours and
failures have been recorded to provide a significant degree of confidence in
the required piece-part failure rates, it is recommended that ratios (or
application factors) be used to modify the failure rate to enable reliability
predictions to be made for equipment under nonoperating conditions. These
nonoperating application factors should be applied to the failure rate for only
the specific periods of time the equipment is to remain in a dormant or
storage condition. From the results available from this study, the factor
would be in the approximate magnitude of 1/30.
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TABLE IX

NONOPERATING FAILURE RATES
(FAILURES/ 108 HOURS)

Storage failure rates

Dormant failure rates

Selected Selected
Piece part Military military High Military | ‘military High
standard standard | reliability| standard | standard | reliability
Capacitors . 0021 . 00007 . 00066
Ceramic <..0010
Glass <. 00019 . 00008
Mica . 0095
Paper . 0030 <. 00049 <.00018
Tantalum, foil, wet . 0042 <. 00059 . 00048
Tantalum, slug, wet L0671 . 06870
Tantalum, solid . 0444 <. 00020 . 00063
Diodes ..0031 L0011 . 00049 .00101
High-power rectifier (Si) <, 00090 . 00056
Medium-power rectifier (Si) . D099 <, 00040 . 00123
Medium-power zener (Si) . 00246 . 06390
Low-power rectifier (Si) . 0007 . 0005 . 00029 . 00042
Low-power rectifier {(Ge) . 0162
Low-power zener (Si) . 0023 . 0042 . 00336 ..00548
General-purpose . 0008 . 00043
General-purpose zener . 0095
Low-power micro . 00848
Medium~-power micro . 07840
Inductive devices
Coils . 0013
Power . 0672
Filters . 0643
Assembly .4480
Microcircuits ..0230 . 0908 . 1200 . 04090
DCTL . 1290
DTI. . 0503 . 03980
RCTL 1770
RTL L0174 . 1160
Linear . 05290
Relays . 0586 <.0272
Armature . 1350
Resigtor . 0002 . 0018 . 00007 . 00018
Fixed .0011 . 00007 . 00018
Carbon composition . 0001 <.06007 . 00004 . 00009
Film L0041 . 00076 . 00140
Carbon film . 0057 . 00322 . 00599
Metal film <..00033 . 00027
Wirewound .0024 <. 00040 . 00072
Power wirewound <,00048
Precision wirewound . 0038 <.00213 .00145
Variable wirewound . 0047
Switches . 1780
Pressure .3230
Inertial .23170
Transformers L0138
Transistors .0182 . 0073 .00135 . 00470
High-power alloy (Si) .0162 . 42000
High-power alloy (Ge) . 00661 . 02080
High-power mesa (Si} . 1520
Medium-~power mesa (Si) . 0310 0021
Low-power mesa (Si) L0117 . 00058 . 00210
Low-power alloy (Si) 0749
Low-power alloy (Ge) .0268 . 00281 . 00545
Low-power mesa (Si) . 0277
Low-power planar (Si) . 0240
General . 0077
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Special consideration should also be given to ensure that the limitations of
the piece parts are not exceeded. Specific design criteria should be estab-
lished to provide a review of equipment possessing shelf life or cyclical life
limitations. If the exponential distribution is to be used in the reliability
predictions, all equipment subject to wearout must be replaced prior to the
expected end of life. The approximate lifetime of individual parts highly
sensitive to wearout may be calculated as indicated in Ref. 7. It should be
emphasized that nonoperating failure rates (or application factors) do not
include consideration for equipment wearout characteristics but are only
representative of the expected random equipment failures.
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ANALYSIS OF SCS SENSITIVITY

Analysis of the guidance, navigation and control system was conducted with
the aid of Honeywellls State Diagram Interpretive Program (SIP) to deter-
mine the sensitivity of the system to failure rate changes. A system con-
figuration which could be used for a lunar polar orbit mission was used as a
basis for this study. Four mission time profiles were used, each having a
total length equal to that of a lunar polar orbit mission. No attempt was made
to optimize the system redundancy configuration. Data runs were made for
each mission to compare the effect of several values of standby failure rate
on the system predicted reliability.

Analysis with the aid of the Generalized Reliability Interpretive Program
(GRIP) was initiated. Problems encountered while attempting to make the
program operational for this system and mission phase profile prevented the
use of GRIP in this study.

SIP Analysis

Computer program description., ~- Within the past several years the
state-space approach has gained prominence in the analysis of large and com-
plex systems. The approach is based on the classical Markov methods that
have been known for a considerable time but have found only a limited appli-
cation in reliability work. Using the state-space approach considerably sim-
plifies the analytical workload by employing computer methods in their full
capacity.

‘The State Diagram Interpretive Program is a digital computer program which
will:

° Interpret a given state diagram

) Compute state probabilities as a function of time

e Compute system reliabilities as a function of time

) Compute system figures of merit as a function of time

This computer program enables reliability and design engineers to study the
effects of deteriorating part failure rates on system reliability over the time
period of any given mission or operating period. Although the program
solves the state differential equations to provide this data, the program user
is not required to formulate these equations. He must only describe the
state diagram, the initial conditions, and the kind of data output desired.

Reliability model. -- The reliability success diagram for the system of
this study is shown in Figure 10. The state diagram derived from this model
which is solved for the system reliability is shown in Figure 11. The system
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configuration shown is basically a guidance and navigation system for moni-
toring and controlling spacecraft attitude with a stabilization and control sys-
tem providing backup redundancy. Several combinations of existing compo-
nents were made in order to simplify the generation of the state diagram., In
all cases the combination was logically made where groups of hardware al-
ways work together. The blocks labeled FDAI and GP/FPI include the dis-
play electronics assembly (DEA) associated with their respective operation.
The block labeled G&N is made up of the following components:

IMU -~ Inertial measurement unit

PSA - Power servo assembly

CDU - Coupling data unit
AGC - Apollo guidance computer

The block labeled SCS is made up of the following components:
GDC -~ Gyro display coupler
ASCP - Attitude set control panel

RJC - Reaction jet control

The active failure rates for each component are shown in Table X
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TABLE X

GN&C ACTIVE COMPONENT FAILURE RATES

Failure rate, N
Code Name failures/ 108 hours
G&N Guidance and navigation 804 s
SCs Stabilization and control system 166
DSKY Display and keyboard assembly 200
BMAG Body~-mounted attitude gyro 180
FDAI Flight director attitude indicator 141.5
RC Rotation control 12
DAA - A/B Driver amplifier assembly - reaction jet 17
DAA - C/D Driver amplifier assembly - engine valve 1.5
SAA - A/B Servo amplifier assembly 14
GP/FPI1 Gimbal position/fuel pressure indicator 33.5
TVC Thrust vector control 19.2
MTVC Manual thrust vector control 18,7
TC Translation control 1.5 ]
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Analyses. -- Three mission profiles were analyzed by this study, each
having a total length of 833 hours which corresponds to the length of a lunar
polar orbit mission., A fourth 833-hour mission corresponding to a prolonged
space-fixed coast-type flight was analyzed.

The first mission assumed that the spacecraft is being fully controlled during
75 percent of the mission and is coasting during the remaining 25 percent of
the time wherein only monitor of spacecraft attitude takes place. The space-
craft experiences 4 periods of alternating control and coast followed by a
short period of control simulating re-entry. A severity factor of 2 was ap-
plied to the failure rates during all controlling phases.

The second mission simulated was one where the contirol and coast time are
made 50 percent of the mission time each., In addition, a short period at the
beginning and end of the mission account for launch and re-entry respectively.
A severity factor of 2 was applied to the failure rates only during launch and
entry.

The third mission simulated corresponds to the lunar polar orbit mission
described in Ref, 1 wherein control is maintained for 2 percent of the total
time and coast time makes up 98 percent of the mission time. The same
launch and entry conditions were applied as for mission 2.

A fourth mission was developed to simulate an alternate configuration which
would allow a greater percentage of the equipment to be in a nonoperating
condition, This mission uses a spacecraft with the antenna pointed toward
the earth and with power applied to the IMU, PSA, and reaction control elec-
tronics. The simulated mission requires use of all guidance and control
equipment for 2 percent of the total time and attitude control only for the

“remaining 98 percent of the mission time, A severity factor of 1 was used

for this mission analysis.

Four simulations were made of each mission with different failure rates
applied to the unused equipment during the coast phase. The "active rate"
run assumes that the unused equipment remains powered up and that full
operating failure rate applies. Three runs were then made wherein the un-
used equipment was powered off and a failure rate of zero, 1/15 active rate,
and 1/30 active rate respectively was assigned to this equipment.

Conclusions and recommendations. -- The results obtained from these
computer runs are shown in Table XL It appears from this data that for
missions 1, 2, and 3 the value of failure rate used for equipment in the
standby condition has little effect on the calculated reliability. The difference
between zero standby failure rate and active rate for standby was in the order
of 0,000890 to 0.001254 for missions 2 and 3. This difference increased to
0.05193 for mission 1, but the controlling factor in this run was not standby
failure rate but a severity factor applied to all operating failure rates during
system operation. The fourth mission illustrates that for an alternate con-
figuration, if sufficient quantities of unused equipment can be shut off, signi-
ficant improvements in mission reliability can be obtained. A difference of
0. 086543 between the zero standby failure rate and the active rate was ob-
served for mission 4,
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TABLE XT
GN&C SYSTEM RELIABILITY SUMMARY

e System
Description reliability
Mission 1 (duty cycle 75%) (severity 2% during
all control periods)
Unused equipment failure rates = 0 . 780167
= 1/30 active rate . 779658
= 1/15 active rate .779576
= Active rate . 728237
Mission 2 (duty cycle 50%) (severity 2% during
boost and entry)
Unused equipment failure rates = 0 . 914048
= 1/30 active rate .914023
= 1/15 active rate .913998
= Active rate .913158
Mission 3 (duty cycle 2%) (severity 22 during
boost and entry
Unused equipment failure rate = 0 . 914412
= 1/30 active rate . 914408
= 1/15 active rate . 914402
= Active rate .913158
Mission 4 (duty cycle 2%) (severity 1 during
all periods)
Unused equipment failure rate = 0 . 999701
= 1/30 active rate . 998342
= 1/15 active rate . 995798
= active rate .913158

aSeverity factor is the K factor applied to the equipment failure
rates. It reflects the degree of environmental stress associated

with the mission.
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It should be noticed that as the nonoperating failure rate is reduced to the
area of 1/30 \ on to zero, the change in system reliability is less significant,

These results indicate that the specific system configuration must be con-
sidered before conclusions can be reached as to the importance of applying
nonoperating failure rates. Mission 1 indicates that the most significant
factor in the predicted system reliability is the severity factor applied to
the failure rates. This faictor could be adjusted to obtain a predicted relia-
bility of the same magnitude as presented in the MARS computer program
data of Appendix B; however, the intent of this study was not to verify a re-
liability prediction, but to demonstrate the effect of power off failure rates.
For this reason additional effort was not expended to obtain an exact repre-
sentation of the severity factor used in the MARS computer analysis. Also,
since the severity factor was applied only to boost and entry on missions 2
and 3, the results of these mission simulations cannot be compared with the
results of the mission 1 simulation.

The results of missions 2 and 3 indicate no significant change in the system
reliability due to a change in the equipment duty cycle. This lack of a change
in reliability is due to the percentage of the equipment (represented by the
predicted failure rate) that can be switched off for the 98 percent coast time
period. If a larger percentage of the equipment can be turned off, then a
significant improvement in mission reliab lity can be obtained,

The fourth mission illustrates the operation of an alternate configuration of

the guidance and control equipment and its associated sensitivity to failure

rate variation. This configuration is more realistic for the LLPO mission,

since this type of mission will probably be conducted as a part of an application-
type program.,

The results of this study show that turning off unused equipment appears to be
profitable from a mission standpoint. These results are not conclusive, since
it was beyond the scope of this study to modify the failure rates of the hard-
ware. This modification would involve adding necessary switching circuit
components to either the power distribution system or to the subsystems
themselves,

It was also apparent as a result of this effort that a computer program more
completely oriented to the relationship of power systems to mission objectives
is required.

Further studies are therefore recommended to (1) more completely evaluate
the effect of power on-off operation on a typical system, and (2) do pre-
liminary development of a power system - mission-oriented computer pro-
gram., These studies are more completely described in the recommendation
section of this report.
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GRIP Analysis

Computer program description. -- System probability of success can be
‘calculated from a reliability success diagram when the probability of success,
or the failure rate for each block in the diagram is known. Such calculations,
formerly tedious, are greatly simplified by the use of the Generalized Relia-
bility Interpretive Program (GRIP). Analysis and calculation of the system
success is accomplished through the use of the probability tree method of
calculating reliability, The program input is taken directly from the relia-
bility success diagram and consists of the block numbers which form the out-
puts for each block along with the block probability of success or the block
failure rate and mission time, The GRIP program then derives the success
path equations and evaluates the system probability of success.

Reliability model. ~- The system configuration and mission phase time
profile used in this study is that of the lunar polar orbit mission described in
Ref, 1, This was a 32-phase mission to the moon and back covering a total
time period of 833 hours. To reduce the amount of repetitive calculations,
several identical phases which occurred throughout the mssion were combined
to give the 19-phase mission used in this study. The mission phase descrip-
tions are shown in Table XII. :

Eight separate hardware configurations are used during the performance of
this mission. The reliability success block diagrams for these configurations
are shown in Figures 12 through 19. The block numbers are those used as
input data to the GRIP computer program. - Block probabilities were used in
ihis study and were computed separately for each block in each phase from the
failure rate, severity factor, and time shown in Table XII,

Results of analysis, -~ Difficulties encountered during the execution of
this program prevented the acquisition of any useful data. The major diffi-
culty appears to be that the program cannot handle the mission complexity
within the constraints of computer storage and reasonable running time,

Conclusions and recommendations. -- The GRIP computer program repre-
sents an attractive method of reliability block diagram evaluation. The cur-
rent program contains some severe limitations and therefore could not be
used for the analysis of the block diagrams considered. It is recommended
that a program of this type be developed to provide a systematic method for
design evaluation. This could be accomplished by modification of the GRIP
program to allow the use of larger block diagrams and to minimize the re-~
quired program running time,

CONCLUSIONS

This study indicates that specific penalties result from power distribution on
a "block'' power switching basis. In addition, representative power off fail-
ure rates established and used in this study illustrate the sensitivity of the
stabilization and control system reliability to nonoperating conditions.
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The analysis of "block" power switching indicates that a significant number
(approximately 23 percent) of the failures during the 5000 LLM simulations
were due to equipment that was energized but not required at the time of the
failure, Failures due to equipment energized but not required were also
shown to be significant from a mission success standpoint in that 2 failures
indicates in the 100 LPO simulations were directly related to 2 aborts that
resulted. This analysis presents specific indications of the penalties of non-
optimum power distribution.

The significance of the effect of power on-off cycling is indicated in the re-
sults of the Honeywell equipment data survey. This survey indicates that the
failure rate due to cycling could be a significant factor if the equipment is
cycled as often as one or more times for every 10 hours of operation. The
importance of on-off cycling failure rates will depend on the specific system
under consideration and the relationship between the number of cycles and the
total operating time.

The vendor information survey that was conducted also indicated the signifi-
cance of power on-off cycling, This survey identified a definite relationship
between thermal expansion problems and power cycling at the piece-part
level, Specific tests on semiconductor devices with wedge-type bonds have
shown that these piece parts are highly sensitive to low-frequency power
cycling. The relationship between power on-off cycling and thermal cycling
has also been indicated as an important factor at the equipment level resulting
in some cases in an internal temperature rise of 50°C. Reliability testing,
including temperature cycling and power on-off cycling (MIL-STD-781A),
should not be neglected as a means of identifying equipment sensitivity to
power cycling.

Only a limited amount of literature on the effect of power on-off cycling on
component failure rates has been published. Considerably more information

is available in the area of equipment storage time and nonoperating com-
ponent failure rates; however, many piece-part nonoperating failure rates

are severely 1imited by the number of failures and hours recorded. Until
such time when a sufficient number of hours and failures have been recorded
to provide a significant degree of confidence in the required nonoperating
piece-part failure rates, it is recommended that ratios (or application factors)
be used to modify the operating failure rate to enable reliability predictions
for equipment under nonoperating conditions.

Using the information obtained from the study of failure rates, the effects of
failure rate change were evaluated on a typical system by means of a
Honeywell computer analysis. This analysis indicates that for the simulated
mission considered, the use of nonoperating failure rates does not signifi-
cantly affect the system reliability; however, analysis of an alternate con-
figuration indicated that nonoperating failure rates can be significant if suf-
ficient quantities of unused equipment can be shut off.

In a general evaluation of the effects of nonoperating conditions and power

on-off cycling on a particular mission, this study identified the following
factors that should be considered: (1) The failure rate due to power cycling
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is significant if the on-off cycles occur as often as 1 or more times in a 10-
hour period. (2) The failure rate due to nonoperating conditions becomes
significant as the nonoperating time period increases to 30 or more hours

for each operating hour of the mission. (3) It is necessary to consider other
factors in addition to the failure rates for the nonoperating and power cycling
conditions. These considerations must include, for example, an analysis of
individual piece-part stress limitations, equipment wearout characteristics,
equipment storage limitations, and specific mission environmental considera-
tions,

RECOMMENDATIONS

In this study the scope was limited to identifying the sensitivity of the stabili-
zation and control system reliability to power-off failure rates. The limited
survey and analysis conducted during this study provided an indication of
several areas in need of additional study or investigation. Some of these
area of investigation are directly related to this study effort and others
represent entirely new areas of investigation. Three specific study needs
are identified. These are briefly discussed in the paragraphs that follow.

MARS Computer Program

The MARS computer program should be used to obtain complete abort
data on LLM simulations. The MARS computer program data should be
modified to show redundant paths de-energized and to evaluate tradeoffs.

This task would include a MARS computer analysis to evaluate the effects of
power on-off cycling and nonoperating conditions on LLM simulation. The
LILM simulation represents a mission of high reliability requirements and
will provide a realistic means of determining if significant advantages are
gained from turning off equipment that is not required.

Computer Program Development

An efficient computer program should be developed for evaluating basic sys-
tem functional diagrams to obtain systematic methods of design evaluation.

This task is recommended to provide a systematic method of evaluating the
basic block diagram design of a system. This would indicate system relia-
bility limitations due to nonoptimum power distribution and would indicate

the areas requiring additional design consideration. The task could be ac-
complished by modification of the GRIP computer program to allow the use
of larger block diagrams and to minimize the required program running time.
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Distributed versus Central Power
Conditioning Study

Recent advances in integrated microelectronic circuits and in switching-type
power conditioners indicate that future central power conditioning should be
limited to that required for internal power system control such as battery
charging, bus isolation, and load division, whereas utilizing subsystems
should be designed to use power with characteristics as inherently produced
by such space power systems as fuel cells and solar cells.

A distributed power conditioning system is difficult to implement due to the
long establishment of central power conditioning throughout industry and also
because distributed power conditioning adds to the technical responsibility of
utilizing subsystem designers. A preliminary study should consider the
complete electrical requirements of 4 or 5 typical electrical systems as in-
dicated in Figure 20 but in greater detail. Central power conditioning would "
be compared with distributed power conditioning onthe basis of reliability, \3
weight, volume, and cost for the complete electrical system, . V

Regulation, filters, fault protection, and switching are some of the mechani-
zation factors which must be considered in a comparison of central and dis-
tributed power conditioning.

Regulation, -- The high efficiency of switching-type regulators and the
use of integrated circuits in regulators has reduced the power, weight, and
volume savings of central power processing. Distributed regulators can be
designed for maximum efficiency at actual load, whereas central regulators
are designed for maximum efficiency at peak or average load.

Filters. -- Many utilizing subsystems now contain microelectronic circuits
which can be damaged by switching transients. The filters located in the
central power conditioning cannot protect utilizing equipment from these
voltage spikes due to the high-frequency components of the spikes. Required
filter duplication with central power conditioning reduces or eliminates any
weight or volume advantage. Location of filters at the utilizing equipment
also provides electromagnetic interference (EMI) advantages.

Fault protection. -- Recent work at Honeywell has established the require- 1
ment for a spacecraft fault isolation device to isolate malfunctioning equip- '
ment, to protect adjacent components from damage, and to isolate shorted .
components from the power bus. Isolation requirements include very fast o
circuit interruption for some applications, provisions for manual reclosure "
on manned spacecraft, provisions for automatic recloses on unmanned space-
craft out of range of a ground station, and provisions for ground command
override, Fuses, circuit breakers, and solid-state devices were considered,
with the solid-state system being the only device capable of meeting the re-
quirements for many applications. Disadvantages of the isolation devices s
include decreased reliability in nonredundant systems, power loss, increased o
weight and volume and serious voltage drop and ripple problems in low volt- ‘
age systems. Honeywell studies indicated that combining the isolation device
with required filters, regulator, and voltage conversion equipment and making !
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the unit an integral part of the utilizing subsystem would avoid duplication of *g
many components, avoid the voltage drop and ripple problem, and reduce the
weight and volume requirements,

Switching. -- Reliability and system optimization considerations have in-
dicated a requirement for switching of redundant components. In a central
power conditioning system, the switches are separate devices, with attendant
weight, volume, voltage drop, and other problems. In a distributed system
the switch can be an integral part of the power conditioning, w1th all the ad-
vantages noted in the discussion of failt protection.
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REPRESENTATIVE POWER
DISTRIBUTION SYSTEM
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APPENDIX A

REPRESENTATIVE POWER
DISTRIBUTION SYSTEM

The power distribution system considered for this study is described in this
Appendix, The system presented here is representative of power systems
being used on Apollo but is not necessarily the final configuration mechanized
in the actual spacecraft. Figure A-1 shows the major overall power distribu-
tion system.
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Figure A-1. Representative Power Distribution System
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The ac power generation and distribution system shown in Figure A-2 con-
sists of 3 static inverters, associated safety and inverter control circuitry,

Appendix A

and 2 redundant, 3-phase, 115-volt busses that connect power through circuit
breakers to the ac-powered components of the spacecraft.
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Appendix A

Figure A-3 shows the Apollo spacecraft electrical power dc distribution
system. This system consists of power supplies, busses, control circuits,
and protective devices. The major components with which we are concerned
are the fuel cells, batteries, main and battery busses, circuit brakers,
isolation diodes, and voltage and overload protection circuits.
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Appendix A

Figures A-4 and A-5 show the power distribution and conditioning within the
stabilization and control system designed and supplied by Honeywell. This
power is supplied through 18 circuit breakers located on the left hand circuit
breaker panel. From these circuit breakers power is distributed to the SCE
components through 6 power switches on the sequence controller and SCS
power panel. These 6 switches are subdivided into 2 groups of 3 switches
each, called group 1 and group 2. Group 2 power switches supply power to
those SCS components which provide the backup capability for controlling the
spacecraft during critical periods when the SPS engine is firing. Group 1
power switches supply power to the rest of the SCS.
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Appendix B

TABLE B-1

GUIDANCE, NAVIGATION AND CONTROL EQUIPMENT

Component . Code
Al ARTIFICE
Bl IMU HTR.
cl IMU STAB.
D1 IMU ACCEL.
Bl PSA HTR.
Fl PSA STAB.
Gl PSA ACCEL.
Hl CDU COMMON
ol CDU IMU A/D
ol CDU IMU D/A
Q1 CDU OPT. D/A
R1 DSKY 1

- 81 DSKY 2
Tl AGC CLOCK
u1l AGC COMP.
Vi BMAG 1°
wi BMAG 2
X1 GDC
Y1 CEA RJC
Z1 CEA TVC
A2 CEA MTVC
o2 DAA A
C2 DAA B
D2 DAa ©
r2 DAA D
G2 SAA B
H2 DEA 1
o2 DEA 2
P2 FDAI 1
Q2 FDAI 2
k2 GP/FPI 1
52 GP/FPI 2
T2 ROT. CON. 1
U2 ROT. CON. 2
V2 TR. CON. 1
w2 TR. CON. 2
X2 ASCP
Y2 RSI

Name

(See page 16 of text.)

Inertial measurement unit heater

Inertial measurement stabilization loop

Inertial measurement unit accelerometer loop

Power servo assembly heater electronics

Power servo assembly stabilization loop
electronics

Power servo assembly accelerometer loop
electronics

Coupling data unit circuits common to total
CDhU

Coupling data unit IMU analog/digital converter

Coupling data unit IMU digital/analog converter

Coupling data unit optics digital/analog
converter

Display and keyboard assembly - 1

Display and keyboard assembly - 2

Apollo guidance computer - clock

Apollo guidance computer - less clock

Body-mounted attitude gyro - 1

Body-mounted attitude gyro - 2

Gyro display coupler

Control electronic assembly - reaction jet
control

Control electronic assembly - thrust vector
control

Control electronic assembly - manual thrust
vector control R

Driver amplifier assembly - reaction jet - A

Driver amplifier assembly - reaction jet - B

Driver amplifier assembly - engine valve -C

Driver amplifier assembly - engine valve - D

Servo amplifier assembly - A

Servo amplifier assembly - B

Display electronics assembly - 1

Display electronics assembly - 2

Flight director attitude indicator - 1

Flight director attitude indicator - 2

Gimbal position/fuel pressure indicator - 1

Gimbal position/fuel pressure indicator - 2

Rotation control - 1

Rotation control - 2

Translation control - 1

Translation control - 2

Attitude set control panel

Roll stability indicator
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